
Glossary

!e ISI glossary of statistical terms provides de"nitions in a number of di#erent languages:  
http://isi.cbs.nl/glossary/index.htm 

Adjusted r2 Adjusted R squared measures 
the proportion of the variation in the depend-
ent variable accounted for by the explanatory 
variables.

Aggregate price index A measure of the 
value of money based on a collection (a basket) 
of items and compared to the same collection of 
items at some base date or a period of time.

Alpha,  Alpha refers to the probability that 
the true population parameter lies outside the 
con"dence interval. Not to be confused with the 
symbol alpha in a time series context i.e. expo-
nential smoothing, where alpha is the smooth-
ing constant.

Alternative hypothesis (H1) !e alternative 
hypothesis, H1, is a statement of what a statis-
tical hypothesis test is set up to establish.

Analysis of variance (ANOVA) Analysis of 
variance is a method for testing hypotheses about 
means.

Arithmetic mean !e sum of a list of num-
bers divided by the number of numbers.

Autocorrelation Autocorrelation is the cor-
relation between members of a time series of 
observations and the same values shifted at a 
"xed time interval.

Base index A value of a variable relative to its 
previous value at some "xed base.

Beta,  Beta refers to the probability that a 
false population parameter lies inside the con-
"dence interval.

Binomial distribution A Binomial distribu-
tion can be used to model a range of discrete 
random data variables.

Bonferroni t test !e Bonferroni test is a statis-
tical procedure that adjusts the alpha level to allow 
multiple t tests to be used following the ANOVA.

Box plot A box plot is a way of summarizing a 
set of data measured on an interval scale.

Box-and-whisker plot A box-and-whisker 
plot is a way of summarizing a set of data meas-
ured on an interval scale.

Categorical variable A set of data is said to be 
categorical if the values or observations belong-
ing to it can be sorted according to category.

Causal forecasting methods Methods that 
forecast one variable on the basis of relating it to 
another variable.

Central Limit !eorem !e Central Limit 
!eorem states that whenever a random sample 
is taken from any distribution ( , 2), then the 
sample mean will be approximately normally 
distributed with mean  and variance 2/n.

Central tendency Measures the location of 
the middle or the centre of a distribution.

Chi square distribution !e chi square dis-
tribution is a mathematical distribution that 
is used directly or indirectly in many tests of 
signi"cance.

Chi square test Apply the chi square distri-
bution to test for homogeneity, independence, 
or goodness of "t.

Classical additive time series model One 
of the models in classical time series analysis 
that assumes that components (trend, cyclical, 
seasonal, and random component) need to be 
added to compose the time series.

Classical time series analysis Approach 
to forecasting that decomposes a time series 
into certain constituent components (trend, 
cyclical, seasonal and, random component), 
makes estimates of each component and then 
re-composes the time series and extrapolates 
into the future.
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Classical time series mixed model One 
of the models in classical time series analysis 
that assumes that components (trend, cycli-
cal, seasonal, and random component) need to 
be added and multiplied to compose the time 
series.

Classical time series multiplicative model  
One of the models in classical time series analy-
sis that assumes that components (trend, cycli-
cal, seasonal, and random component) need to 
be multiplied to compose the time series.

Coe"cient of determination (COD) !e 
proportion of the variance in the dependent 
variable that is predicted from the independ-
ent variable.

Coe"cient of variation !e coe$cient of 
variation measures the spread of a set of data as 
a proportion of its mean.

Con#dence interval (1 − ) A con"dence 
interval gives an estimated range of values 
which is likely to include an unknown popula-
tion parameter.

Contingency table A contingency table is a 
table of frequencies classi"ed according to the 
values of the variables in question.

Continuous probability distribution If a 
random variable is a continuous variable, its 
probability distribution is called a continuous 
probability distribution.

Continuous variable A set of data is said to 
be continuous if the values belong to a continu-
ous interval of real values.

Covariance Covariance is a measure of how 
much two variables change together.

Critical test statistic !e critical value for a 
hypothesis test is a limit at which the value of 
the sample test statistic is judged to be such that 
the null hypothesis may be rejected.

Cumulative frequency distribution The 
cumulative frequency for a value x is the total 
number of scores that are less than or equal 
to x.

Cyclical component A component in the clas-
sical time series analysis approach to forecasting 
that covers cyclical movements of the time series, 
usually taking place over a number of years.

De%ating values Converting current prices 
into constant prices by using one of the standard 
indices, such as CPI (Consumer Price Index).

Degrees of freedom Refers to the number of 
independent observations in a sample minus 
the number of population parameters that must 
be estimated from sample data.

Di&erencing A method of transforming a time 
series, usually to achieve stationarity. Di#erencing 
means that every current value in the time series is 
subtracted from the previous value.

Directional test Implies a direction for the 
implied hypothesis (one tailed test).

Discrete probability distribution If a ran-
dom variable is a discrete variable, its probabil-
ity distribution is called a discrete probability 
distribution.

Discrete variable A set of data is said to 
be discrete if the values belonging to it can be 
counted as 1, 2, 3, …

Dispersion !e variation between data val-
ues is called dispersion.

Error measurement A method of validating 
the quality of forecasts. Involves calculating the 
mean error, the mean squared error, the per-
centage error, etc.

Estimate An estimate is an indication of 
the value of an unknown quantity based on 
observed data.

Event An event is any collection of outcomes 
of an experiment.

Expected frequency In a contingency table 
the expected frequencies are the frequencies 
that you would predict in each cell of the table, if 
you knew only the row and column totals, and if 
you assumed that the variables under compari-
son were independent.

Expected value !e expected value of a 
 random data variable indicates its population 
average value.

Exponential smoothing One of the methods 
of forecasting that uses a constant (or several 
constants) to predict future values by ‘smooth-
ing’ the past values in the series. !e e#ect of 
this constant decreases exponentially as the 
older observations are taken into calculation.
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Exponential trend An underlying time 
series trend that follows the movements of an 
exponential curve.

Ex-post forecasts Values produced from a 
 forecasting model that are "tted to historical data.

Factor A factor of an experiment is a control-
led independent variable; a variable whose lev-
els are set by the experimenter.

Five-number summary A "ve-number sum-
mary is especially useful when we have so many 
data that it is su$cient to present a summary of 
the data rather than the whole data set.

Forecasting A method of predicting the 
future values of a variable, usually represented 
as the time series values.

Forecasting errors A di#erence between the 
actual and the forecasted value in the time series.

Forecasting horizon A number of the future 
time units until which the forecasts will be 
extended.

Frequency distributions Systematic method 
of showing the number of occurrences of obser-
vational data in order from least to greatest.

Frequency polygon A graph made by join-
ing the middle-top points of the columns of a 
frequency histogram.

Friedman’s test for > 2 medians !e Fried-
man rank test is primarily used to test whether c 
sample groups have been selected from popula-
tions having equal medians.

F test for variances Tests whether two popu-
lation variances are the same based upon sam-
ple values.

Grouped frequency  distributions Data ar-
ranged in intervals to show the frequency with 
which the possible values of a variable occur.

Histogram A histogram is a way of summa-
rizing data that are measured on an interval 
scale (either discrete or continuous).

Homogeneity of variance Population vari-
ances are equal.

Hypothesis test procedure A series of steps 
to determine whether to accept or reject a null 
hypothesis, based on sample data.

Independent events Two events are independ-
ent if the occurrence of one of the events has no 
in%uence on the occurrence of the other event.

Index number A value of a variable relative 
to its previous value at some base.

Interaction Two independent variables 
interact if the e#ect of one of the variables di#ers 
depending on the level of the other variable.

Intercept Value of the regression equation 
(y) when the x value = 0.

Interquartile range !e interquartile range 
is a measure of the spread of or dispersion with-
in a data set.

Interval scale An interval scale is a scale of 
measurement where the distance between any 
two adjacent units of measurement (or ‘inter-
vals’) is the same but the zero point is arbitrary.

Irregular component A component in the 
classical time series analysis approach to fore-
casting that is uncovered by other components. 
It has to be random in shape.

Kruskal-Wallis test for > 2 medians !e 
Kruskal-Wallis test compares the medians of 
three or more independent groups. 

Kurtosis Kurtosis is a measure of the ‘peak-
edness’ or the distribution.

Least squares !e method of least squares 
is a criterion for "tting a speci"ed model to 
observed data. If refers to "nding the smallest 
(least) sum of squared di#erences between "t-
ted and actual values.

Level !e number of levels of a factor or 
independent variable is equal to the number 
of variations of that factor that were used in the 
experiment.

Level of con#dence !e con"dence level is 
the probability value (1 − ) associated with a 
con"dence interval.

Linear relationship Simple linear regres-
sion aims to "nd a linear relationship between a 
response variable and a possible predictor vari-
able by the method of least squares.

Linear trend model A model that uses the 
straight line equation to approximate the time 
series.

Logarithmic trend A model that uses the 
logarithmic equation to approximate the time 
series.

Main e&ect !is is the simple e#ect of a fac-
tor on a dependent variable.
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Mann-Whitney U test !e Mann-Whitney U 
test is used to test the null hypothesis that two 
populations have identical distribution func-
tions against the alternative hypothesis that 
the two distribution functions di#er only with 
respect to location (median), if at all.

McNemar’s test for matched pairs Mc- 
Nemar’s test is a non-parametric method used 
on nominal data to determine whether the row 
and column marginal frequencies are equal.

Mean !e mean is a measure of the average 
data value for a data set.

Mean absolute deviation (MAD) !e mean 
value of all the di#erences between the actual and 
forecasted values in the time series. !e di#er ences 
between these values are represented as absolute 
values, i.e. the e#ects of the sign are ignored.

Mean absolute percentage error (MAPE)  
!e mean value of all the di#erences between 
the actual and forecasted values in the time 
series. !e di#erences between these values are 
represented as absolute percentage values, i.e. 
the e#ects of the sign are ignored.

Mean error (ME) !e mean value of all the 
di#erences between the actual and forecasted 
values in the time series. 

Mean percentage error (MPE) !e mean 
value of all the di#erences between the actual 
and forecasted values in the time series. !e dif-
ferences between these values are represented 
as percentage values.

Mean square error (MSE) !e mean value of 
all the di#erences between the actual and fore-
casted values in the time series. !e di#erences 
between these values are squared to avoid positive 
and negative di#erences cancelling each other.

Median !e median is the value halfway 
through the ordered data set.

Mode !e mode is the most frequently 
occurring value in a set of discrete data.

Moving averages Averages calculated for a 
limited number of periods in a time series. Every 
subsequent period excludes the "rst observa-
tion from the previous period and includes the 
one following the previous period. !is becomes 
a series of moving averages.

Multiple comparisons Multiple comparisons 
problem occurs when one considers a set, or 
family, of statistical inferences simultaneously.

Multiple regression Multiple linear regres-
sion aims to "nd a linear relationship between a 
response variable and several possible predict-
or variables.

Multivariate methods Methods that use 
more than one variable and try to predict the 
future values of one of the variables by using the 
values of other variables.

Nominal scale A set of data is said to be nom-
inal if the values belonging to it can be assigned 
a label rather than a number.

Non-parametric Non-parametric tests are 
often used in place of their parametric coun-
terparts when certain assumptions about the 
underlying population are questionable.

Non-stationary time series A time series 
that does not have a constant mean and oscil-
lates around this moving mean.

Normal distribution !e normal distribu-
tion is a symmetrical, bell-shaped curve, cen-
tred at its expected value.

Normal probability plot Graphical technique 
to assess whether the data is normally distributed.

Null hypothesis (H0) !e null hypothesis, 
H0, represents a theory that has been put for-
ward but has not been proved.

Observed frequency In a contingency table 
the observed frequencies are the frequencies 
actually obtained in each cell of the table, from 
our random sample.

Ogive (or cumulative frequency polygon) A 
distribution curve in which the frequencies are 
cumulative.

One tail test A one tail test is a statistical 
hypothesis test in which the values for which 
we can reject the null hypothesis, H0, are located 
entirely in one tail of the probability distribution.

Ordinal variable A set of data is said to 
be ordinal if the values belonging to it can be 
ranked.

Outlier An outlier is an observation in a data 
set which is far removed in value from the oth-
ers in the data set.
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Parametric Any statistic computed by pro-
cedures that assume the data were drawn from 
a particular distribution.

Pearson’s coe"cient of correlation Pearson’s 
correlation coe$cient measures the linear associ-
ation between two variables that have been meas-
ured on interval or ratio scales.

Point estimate A point estimate (or estima-
tor) is any quantity calculated from the sample 
data which is used to provide information about 
the population.

Poisson distribution Poisson distributions 
model a range of discrete random data variables.

Polynomial trend A model that uses an equa-
tion of any polynomial curve (parabola, cubic 
curve, etc.) to approximate the time series.

Population mean !e population mean is 
the mean value of all possible values.

Population standard deviation !e popula-
tion standard deviation is the standard devia-
tion of all possible values.

Population variance !e population vari-
ance is the variance of all possible values.

Power trend A model that uses an equation 
of a power curve (a parabola) to approximate 
the time series.

Probability A probability provides a number 
value to the likely occurrence of a particular event.

P-value !e p-value is the probability of get-
ting a value of the test statistic as extreme as or 
more extreme than that observed by chance 
alone, if the null hypothesis is true.

Qualitative variable Variables can be classi-
"ed as descriptive or categorical.

Quantitative variable Variables can be clas-
si"ed using numbers.

Quartiles Quartiles are values that divide a 
sample of data into four groups containing an 
equal number of observations.

Random component A component in time 
series analysis that has to act as a random vari-
able, i.e. have some constant mean and the vari-
ance, as well as to exhibit no pattern.

Random sample A random sample is a sam-
pling technique where we select a sample from 
a population of values.

Rank coe"cient of correlation Spearman’s 
rank correlation coe$cient is applied to data 
sets when it is not convenient to give actual val-
ues to variables but one can assign a rank order 
to instances of each variable.

Ranks List data in order of size.
Range !e range of a data set is a measure of 

the dispersion of the observations.
Ratio variable Ratio data are continuous 

data where both di#erences and ratios are inter-
pretable and have a natural zero.

Region of rejection !e range of values that 
leads to rejection of the null hypothesis.

Residual !e residual represents the unex-
plained variation (or error) after "tting a regres-
sion model.

Residuals !e di#erences between the actu-
al and predicted values. Sometimes called fore-
casting errors. !eir behaviour and pattern has 
to be random.

Sample space !e sample space is an 
exhaustive list of all the possible outcomes of an 
experiment.

Sampling distribution !e sampling distri-
bution describes probabilities associated with a 
statistic when a random sample is drawn from 
a population.

Sampling error Sampling error refers to 
the error that results from taking one sam-
ple rather than taking a census of the entire 
population.

Scatter plot A scatter plot is a plot of one 
variable against another variable.

Seasonal component A component in the 
classical time series analysis approach to fore-
casting that covers seasonal movements of the 
time series, usually taking place inside one 
year’s horizon.

Seasonal correlation A correlation between 
the observations given in the correspond-
ing units of time within which the seasonality 
repeats itself.

Seasonal time series A time series, repre-
sented in the units of time smaller than a year, 
that shows regular pattern in repeating itself 
over a number of these units of time.
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Signi#cance level,  !e signi"cance level of 
a statistical hypothesis test is a "xed probability 
of wrongly rejecting the null hypothesis, H0, if it 
is in fact true.

Sign test !e sign test is designed to test a 
hypothesis about the location of a population 
distribution.

Simple price index A value of a price for one 
item relative to the previous price for the same 
item at some base.

Simple regression analysis Simple linear 
regression aims to "nd a linear relationship 
between a response variable and a possible pre-
dictor variable by the method of least squares.

Skewness Skewness is de"ned as asymme-
try in the distribution of the data values.

Slope Gradient of the "tted regression line.
Standard deviation Measure of the disper-

sion of the observations (A square root value of 
the variance)

Standard error of forecast !e square root 
of the variance of all forecasting errors.

Stated limits !e lower and upper limits of a 
class interval.

Statistic A statistic is a quantity that is calcu-
lated from a sample of data.

Statistical independence Two events are 
independent if the occurrence of one of the 
events gives us no information about whether 
or not the other event will occur.

Stationary time series A time series that 
does have a constant mean and oscillates 
around this mean.

Student’s t distribution !e t distribution is 
the sampling distribution of the t statistic.

Symmetrical A data set is symmetrical when 
the data values are distributed in the same way 
above and below the middle value.

Test of association !e chi square test of 
association allows the comparison of two 
attributes in a sample of data to determine if 
there is any relationship between them.

Test statistic A test statistic is a quantity cal-
culated from our sample of data.

Tied ranks Two or more data values share a 
rank value.

Time period An unit of time by which the 
variable is de"ned (an hour, day, month, year, 
etc.).

Time series A variable measured and repre-
sented per units of time.

Time series plot A chart of a change in vari-
able against time.

Transformations A method of changing the 
time series, usually to make it stationary. Most 
common method for transforming the time 
series is di#erencing or sometimes taking dif-
ferences of every observation from the mean 
value.

Trend component A component in the clas-
sical time series analysis approach to forecasting 
that covers underlying directional movements of 
the time series.

Two tail test A two tail test is a statistical 
hypothesis test in which the values for which we 
can reject the null hypothesis, H0, are located in 
both tails of the probability distribution.

Type I error,  A type I error occurs when 
the null hypothesis is rejected when it is in fact 
true.

Type II error,  A type II error occurs when 
the null hypothesis, H0, is not rejected when it 
is in fact false.

Unbiased When the mean of the sampling 
distribution of a statistic is equal to a population 
parameter, that statistic is said to be an unbiased 
estimator of the parameter.

Univariate methods Methods that use only 
one variable and try to predict its future values 
through some pre-de"ned method.

Variable A variable is a symbol that can take 
on any of a speci"ed set of values.

Variance Measure of the dispersion of the 
observations.

Wilcoxon signed rank t test !e Wilcoxon 
signed ranks test is designed to test a hypothesis 
about the location of the population median 
(one or two matched pairs).
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